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Abstract

In this paper, we present corroborative material
indicating the accuracy of our quasi-2D HEMT
model when applied to the analysis of deep
sub-micron devices. We compare our mod-
elling results with those derived from Ensemble
Monte Carlo simulations, and demonstrate excel-
lent agreement in the velocity profiles for 0.5,
0.25 and 0.05 micrometre gate-length devices.

I Introduction

The motivation for this work stems from the need
for fast and accurate simulation of microwave
and millimeter-wave HEMTs. For device simu-
lation to provide significant benefit to the engi-
neer it needs to exhibit execution times that are
of the order of minutes rather than hours or days.
The focus of this study is on the ultimate lim-
its of the quasi-2D (Q2D) approach in describ-
ing operation of short-gate-length devices typi-
cally used in present-day monolithic ICs. Our fo-
cus is specifically on the description of velocity
overshoot in sub-micron HEMTs, an effect which
is well known for its impact on high-frequency
device performance. We use as a reference the
analysis of Kizilyalli et al. [1], which is based
on the solution of the coupled Boltzmann Trans-
port and Poisson equations using the ensemble
Monte-Carlo method. We consider the results
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Figure 1: Schematic of Q2D approach for the
HEMT

derived from this approach to be a suitable ref-
erence for identifying any fundamental limita-
tions with our Q2D model. Application of our
model to the simulation of real devices has been
reported elsewhere [2].

II Modelling Approach

The basis of the Q2D approach is the assump-
tion that carrier transport takes place predomi-
nantly in a single spatial dimension (defined here
as thex-direction) from the source to the drain
contact [3]. This assumption relies on the fact
that the equipotential lines in the active channel
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Figure 2: Channel profile at source side of gate
contact

of the HEMT are parallel. Once this assump-
tion has been made, the electric field profile from
source to drain can be calculated based on the
propagation of a Gaussian box from the source
to the drain as shown in Figure 1. Velocity over-
shoot is included through the well-known hydro-
dynamic approach as documented for the Q2D
formulation in [3]. The charge within the Gaus-
sian box is calculated from a solution of the cou-
pled Poisson-Schr¨odinger equations and is influ-
enced by the box height, the structure of the ac-
tive layers, and the gradient ofx-directed electric
field, dEx=dx, [2] and references therein. Figure
2 shows a cross-section of the active layers of a
HEMT at the source side of the gate where we see
that carriers are located primarily in the device
channel. Figure 3 shows a cross-section taken at
the drain side of the gate. In this case, the deple-
tion region extends beyond the channel so that the
only path for carriers is through the buffer. The
carrier density distribution in the buffer is formed
by the sharply increasing field on the drain side
of the gate which results in a non-zero value of
dEx=dx. Figure 4 shows how this mechanism
is integrated into device operation. Here we see
that, under certain bias conditions, carriers are in-
jected into the buffer (depicted bynbuf ) from the
channel, close to the source side of the gate, due
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Figure 3: Channel profile at drain side of gate
contact

to the sharp increase in the field,Ex. We also see
that the reduction in carrier velocityvx, follow-
ing overshoot, gives rise to a substantial increase
in the buffer carrier density, driven by the condi-
tion of current continuity.
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Figure 4: Device profiles derived from Q2D sim-
ulation

III Analysis

Figure 5 shows the device structure used in the
comparison of the Q2D and Monte-Carlo mod-
els. Our structure differs slightly from that used
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Figure 5: Test structure used in model compar-
isons
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Figure 6: Model comparison using DC I-V,
VGS = 0:4V (dashed Monte Carlo, continuous
Q2D)

in [1] due to the difficulty of introducing ann+

layer in the channel at the edges of the solution
domain. Instead, we have used a heavily-doped
cap layer to produce a similar sheet carrier den-
sity at source and drain edges of the solution do-
main. Figure 6 shows a comparison of I-V char-
acteristics, derived from Monte Carlo and Q2D
solutions, for an applied gate-source voltage of
0.4V. For each of the three gate lengths, rea-
sonable agreement is observed, both in the cur-
rent level and output conductance of the devices.
Slight discrepancies between the results could be
attributed to differences in the test structure or
material parameters used in the simulations. Cer-

tainly, the inclusion of size-quantization in our
calculation does not explain the differences be-
tween simulation results, since the channel thick-
ness is too large to make quantum-mechanical ef-
fects important. Figures 7 and 8 show the chan-
nel sheet carrier density and average carrier ve-
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Figure 7: Model comparison using channel sheet
carrier densityLg = 0:5�m (dashed Monte
Carlo, continuous Q2D)
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Figure 8: Model comparison using average car-
rier velocityLg = 0:5�m (dashed Monte Carlo,
continuous Q2D)

locity across the 0.5�m device. A similar analy-
sis is shown in Figures 9 and 10 for the 0.05�m
device. Here we see excellent agreement, both
in terms of peak velocity and the general shape
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of the responses. There are some discrepancies
in carrier density on the drain side of the de-
vice, after the point of overshoot, where we see
a considerable build-up of charge in our simu-
lation. In fact, the Monte Carlo simulation also
predicts a large build-up of carriers on the drain
side of the device, but in the buffer (not shown
here) rather than across the active layers. We do
not attribute this discrepancy to any fundamen-
tal limitation with our approach, however, since
we have already shown that buffer injection can
also be predicted by the Q2D simulation. Instead,
we attribute this discrepancy to the difference be-
tween our recessed geometry and the planar ge-
ometry, used together with the artificialn+ re-
gions, which could lead to differing lateral exten-
sions of the depletion region on the drain side of
the device.
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Figure 9: Model comparison using channel sheet
carrier densityLg = 0:05�m (dashed Monte
Carlo, continuous Q2D)

1 IV Conclusions

In summary, we have demonstrated the accuracy
of our Q2D model, particularly in the descrip-
tion of velocity overshoot. Our findings suggest
that the model formulation is capable of describ-
ing deep sub-micron device operation without the
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Figure 10: Model comparison using average car-
rier velocityLg = 0:05�m (dashed Monte Carlo,
continuous Q2D)

need for resorting to more precise and computa-
tionally intensive solution schemes.
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